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Abstract—When an intelligent model is used for medical diag-
nosis, it is desirable to have a high level of interpretability and
transparent model reliability for users. Compared with most of the
existing intelligence models, fuzzy systems have shown a distinc-
tive advantage in their interpretabilities. However, how to deter-
mine the model reliability of a fuzzy system trained for a recog-
nition task is still an unsolved problem at present. In this study,
a minimax probability Takagi–Sugeno–Kang (TSK) fuzzy system
classifier called MP-TSK-FSC is proposed to train a fuzzy system
classifier and determine the model reliability simultaneously. For
the proposed MP-TSK-FSC, a lower bound of correct classifica-
tion can be presented to the users to characterize the reliability
of the trained fuzzy classifier. Thus, the obtained classifier has the
distinctive characteristics of both a high level of interpretability
and transparent model reliability inherited from the fuzzy system
and minimax probability learning strategy, respectively. Our ex-
periments on synthetic datasets and several real-world datasets for
medical diagnosis have confirmed the distinctive characteristics of
the proposed method.

Index Terms—Classification, medical diagnosis, minimax prob-
ability decision, Takagi–Sugeno–Kang (TSK) fuzzy system.

I. INTRODUCTION

MANY intelligent models, such as neural networks and
fuzzy systems, have been applied to pattern recogni-

tion tasks in various fields [1]–[3], [48]–[51], such as medical
diagnosis. When these intelligent models are adopted, it is de-
sirable to have a high level of interpretability and transparent
model reliability for users [4], [38], [39]. Thus, a model with
these characteristics can be viewed as the specialists in the re-
lated fields, such as a specialist in oncology. Compared with
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most of the existing intelligence models, fuzzy systems have
demonstrated a distinctive advantage in interpretability [5]–[7],
[52]–[54] and have been adopted for many practical model-
ing tasks, especially for medical diagnosis [40]–[44]. Many
studies have effectively addressed the interpretation of fuzzy
systems [52]–[54]. However, how to determine the model relia-
bility of a fuzzy system trained for a certain pattern recognition
task is still unsolved at present. This issue is addressed in this
study.

Recently, the minimax probability decision technique has at-
tracted the attention of many researchers and has been adopted
for the development of several pattern recognition methods by
considering model reliability. In [8] and [9], it was utilized to
design a minimax probability machine (MPM) for novelty de-
tection and classification. The distinctive characteristic of mini-
max probability decision-based methods is that the lower bound
of a correct decision can be obtained for the trained model as
its reliability. At present, this technique has been extended to
cater for different scenarios in classification and regression prob-
lems [10]–[14]. In particular, reliability was studied for evolving
fuzzy systems in [55] and [56] in a data-stream context by us-
ing “conflict” and “ignorance” concepts. However, the related
studies are still limited, and more novel mechanisms are needed
to evaluate the reliability of fuzzy models.

In this study, in order to make fuzzy systems more transparent
as an advanced expert system in practical applications, such as
medical diagnosis, the minimax probability decision technique
is introduced to train fuzzy systems for classification tasks. Ac-
cordingly, a minimax probability Takagi–Sugeno–Kang fuzzy
system (TSK-FS) classifier, i.e., MP-TSK-FSC, is proposed to
train a classifier and determine its model reliability simultane-
ously. For the proposed MP-TSK-FSC, the lower bound of cor-
rect classification can be presented to the users as the model re-
liability. Thus, the MP-TSK-FSC possesses the distinctive char-
acteristics of both a high level of interpretability and transparent
model reliability. The proposed method is finally evaluated on
synthetic datasets and several medical datasets for medical di-
agnosis, and its effectiveness has been confirmed accordingly.

The rest of this paper is organized as follows. Concepts re-
lated to TSK-FS and the MPM are reviewed in Section II. In
Section III, the MP-TSK-FSC is proposed based on the mini-
max probability decision technique. The experimental results on
synthetic datasets and several medical datasets for medical diag-
nosis are reported in Section IV. Conclusions and the potential
of the proposed method are given in the final section.

1063-6706 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
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II. TAKAGI–SUGENO–KANG FUZZY SYSTEMS AND MINIMAX

PROBABILITY DECISION

In this section, the related techniques for the proposed MP-
TSK-FSC are reviewed. First, the concepts and principles be-
hind the classical TSK-FS are reviewed briefly, and then, the
minimax probability decision technique is introduced.

A. Concepts and Principles Behind the TSK-FS

Of the three classical fuzzy system models, i.e., the TSK-
FS model [15], Mamdani–Larsen fuzzy system (ML-FS) model
[16], and generalized fuzzy model [17], the TSK model is the
most popular due to its effectiveness. For example, for a model-
ing task, the TSK-FS model usually requires far fewer rules to
obtain an equivalent performance than that needed for an ML-
FS. In this study, the TSK-FS model is our focus. For this type
of fuzzy model, the most commonly used fuzzy inference rules
are defined as follows:

TSK Fuzzy Rule Rk:
IF x1 is Ak

1 ∧ x2 is Ak
2 ∧ · · · ∧ xd is Ak

d

Then fk (x) = pk0 + pk1x1 + · · · + pkdxd, k = 1, . . . ,K
(1)

In (1), Ak
i is a fuzzy subset subscribed by the input variable xi

for the kth rule, K is the number of fuzzy rules, and ∧ is a fuzzy
conjunction operator. Each rule is premised on the input vector
x = [x1 , x2 , . . . , xd ]T and maps the fuzzy subsets in the input
space Ak ⊂ Rd to a varying singleton denoted by fk (x). When
the commonly used multiplicative conjunction, multiplicative
implication, and additive disjunction are employed, respectively,
as the conjunction operator, the implication operator, and the
disjunction operator, the output of the TSK fuzzy model can be
formulated as

fTSK−FS (x) =
K∑

k=1

μk (x)
∑K

k ′=1 μk ′ (x)
· fk (x) =

K∑

k=1

μ̃k (x)

· fk (x) (2)

where μk (x) and μ̃k (x) denote the fuzzy membership and the
normalized fuzzy membership associated with the fuzzy subset
Ak

i , respectively. These two memberships can be calculated by

μk (x) =
∏d

i=1
μAk

i
(xi) (3a)

μ̃k (x) =
μk (x)

∑K
k ′=1 μk ′ (x)

. (3b)

B. Minimax Probability Decision Technique

The minimax probability decision technique was first utilized
to design an MPM for novelty detection and classification and
has been further extended to cater for different scenarios in
classification and to regression problems [8]–[14]. The objective
of minimax probability principle-based methods is to obtain the
maximal lower bound of a correct decision for the trained model
in related modeling tasks. Here, we briefly review the principle
of MPM [9] for classification since this method is closely related
to the proposed MP-TSK-FSC in this study.

A given dataset contains two classes which are sampled
from two random variables x ∼ (u+ ,Σ+) and x ∼ (u−,Σ−),
where u+ ,Σ+ and u−,Σ− denote the means and covariance
matrices of two classes, respectively. MPM defines the follow-
ing optimization objective to obtain a classification hyperplane
wT x − b = 0:

max
α,w ,b

α

s.t. inf
x∼(u+ ,Σ+ )

pr(wT x ≥ b) ≥ α

inf
x∼(u−,Σ−)

pr(wT x ≤ b) ≥ α (4a)

where inf
x∼(u+ ,Σ+ )

pr(wT x ≥ b) denotes the infimum of prob-

ability for the condition: wT x ≥ b, x ∼ (u+ ,Σ+). The opti-
mization objective in (4a) implies that for two-class data samples
from random variables x ∼ (u+ ,Σ+) and x ∼ (u−,Σ−), there
exists an optimal hyperplane (w∗)T x − b∗ = 0, which makes
the lower bound of correct classification of a future datum point
maximal and the upper bound of misclassifying it minimal.

By introducing the kernel trick, the objective of the kernelized
version for MPM is proposed as follows:

max
α,w ,b

α

s.t. inf
x∼(u+ ,Σ+ )

pr(wT ϕ(x) ≥ b) ≥ α

inf
x∼(u−,Σ−)

pr(wT ϕ(x) ≤ b) ≥ α (4b)

where ϕ(x) is the mapping function, which maps the data x in
the original space to ϕ(x) in the kernel feature space.

III. MINIMAX PROBABILITY TAKAGI–SUGENO–KANG FUZZY

SYSTEM CLASSIFIER

A. Proposed Takagi–Sugeno–Kang Fuzzy System
Classifier Model

Fuzzy systems, as a classical regression model, can be used
for classification tasks [18], [45]–[47], [55] with different strate-
gies. A very effective way to do this is to decompose the general-
ized multiclass classification task into many binary classification
tasks [55]. Then, fuzzy systems are used to train the classifica-
tion model by using the specified learning mechanism for binary
classification. A commonly used way to develop a binary classi-
fication model by using TSK-FS is to use the following decision
function:

y = sign (fTSK−FS(x)) =
{

1, iffTSK−FS(x) > 0
−1, otherwise.

(5)

Based on the above decision function, some fuzzy system
classifiers for binary classification have been developed [19]–
[21]. In this study, a TSK-FS-based classification model, which
is called TSK-FSC, is proposed in a similar way.

The proposed classification model, as shown in Fig. 1, con-
sists of two parts, i.e., the classical TSK-FS and a decision
threshold. Based on this model, the final decision function for
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Fig. 1. Proposed TSK-FSC Model.

binary classification can be expressed as follows:

y = sign (fTSK−FS(x) − b) =
{

1, iffTSK−FS(x) > b
−1, otherwise.

(6)

Please note that the proposed fuzzy classification model has a
distinct characteristic, that is, the additional decision threshold
has been incorporated into the model, which is different from
the traditional fuzzy-system-based classifiers. In addition, the
regression coefficients in the proposed model are also not the
same as that in the classical TSK-FS to some extent.

B. Minimax Probability Objective Criterion for
Takagi–Sugeno–Kang Fuzzy System Classifier Training

Based on the minimax probability decision theory, the fol-
lowing objective is proposed to train the proposed TSK-FSC
model:

max
Θ ,α

α

s.t. inf
x∼(u+ ,Σ+ )

pr(fTSK−FSC(x) − b ≥ 0) ≥ α

inf
x∼(u−,Σ−)

pr(fTSK−FSC(x) − b ≤ 0) ≥ α (7)

where Θ is the parameter set of the proposed TSK-FSC, in-
cluding the parameters of TSK-FS and the decision threshold b.
With the above optimization criterion, we expect that the TSK-
FSC model can be trained and the corresponding lower bound
of correct classification can be obtained as the model reliability.
However, it is a difficult task to solve the objective function in
(7) directly. We will overcome this issue by replacing (7) with
the transformed objective function in order for it to be solved
more easily.

Generally, for a TSK-FS, the antecedents and consequents can
be determined independently. For the antecedents, a popular way
is to construct them by using a certain partitioning technique,
such as the self-evolution learning method [19] to partition the
input spaces for a modeling task.

In particular, clustering methods have become one kind of
popular technique to partition the input space based on input
data of a training dataset, which results in corresponding fuzzy
sets in the input space [57], [58]. In this study, the classical fuzzy
c-means (FCM) clustering algorithm has been adopted due to
the following distinctive characteristics: 1) FCM is very popular
due to its simplicity and effectiveness in extensive applications;
2) FCM is a fuzzy-set-based clustering algorithm and the ob-
tained clustering partition is a fuzzy partition, which makes it
very natural to obtain the fuzzy partitions and then construct

the fuzzy sets in the antecedents for fuzzy systems; and 3) it is
much easier to control the number of fuzzy rules, i.e., the num-
ber of clusters obtained by FCM manually. However, for some
other partitioning techniques, such as the grid partition method,
the number of rules will increase sharply with the increasing
dimensional number of input spaces.

If FCM is adopted, the procedure to construct the an-
tecedents can be described as follows. Given a binary dataset
Dtr = {(xi , yi)}, i = 1, . . . , N , by using the clustering algo-
rithms, the data can be partitioned into K clusters with the par-
tition matrix as U = [ujk ]N ×K , k = 1, . . . ,K, j = 1, . . . , N ,
where ujk ∈ [0, 1] denotes the membership of the jth input data
xj = (xj1 , . . . , xjd)T , belonging to the kth cluster obtained by
the FCM algorithm. Then, for the commonly used Gaussian
membership function, i.e.,

μAk
i
(xi) = exp

(
−(xi − ck

i )2

2δk
i

)
(8a)

the parameters ck
i , δk

i can be estimated by clustering results. For
example, ck

i , δk
i can be estimated as follows [22]–[24]:

ck
i =

∑N
j=1 ujkxji

∑N
j=1 ujk

(8b)

δk
i = h ·

∑N
j=1 ujk (xji − ck

i )2

∑N
j=1 ujk

(8c)

where h is a scale constant and can be set manually or deter-
mined with some learning strategy, such as the cross-validation
(CV) strategy.

When the antecedents of the TSK fuzzy model in (1) are
determined, for a input vector x, let

xe = (1,xT )T (9a)

x̃k = μ̃k (x)xe , k = 1, . . . , K (9b)

with μ̃k (x) computed by (8a)–(8c), (3a), and (3b)

xg = (x̃T
1 , x̃T

2 , . . . , x̃T
K )T (9c)

pk = (pk0 , pk1 , . . . , pkd)T , k = 1, . . . ,K (9d)

pg = (pT
1 ,pT

2 , . . . ,pT
K )T . (9e)

Then, the output of TSK-FS in (2) can be formulated as the
following linear regression problem [23], [24]:

fTSK−FS(x) = pT
g xg . (9f)

Thus, the training of a TSK fuzzy model can be transformed
into the parameter learning of the corresponding linear regres-
sion model [22]–[24]. According to (7), the following objective
can be adopted for parameter learning of the proposed TSK-FSC
by using the minimax probability decision technique:

max
pg ,b,α

α

s.t. inf
xg ∼(ũ+ ,Σ̃+ )

pr
(
pT

g xg − b ≥ 0
)
≥ α

inf
xg ∼(ũ−,Σ̃−)

pr
(
pT

g xg − b ≤ 0
)
≥ α (10)
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where xg ∼ (ũ+ , Σ̃+) denotes the data mapped from x ∼
(u+ ,Σ+) by the fuzzy inference rules as shown in (9a)–(9c).
In the practical application, ũ+ and Σ̃+ can be estimated using
the available dataset {xgi} constructed by (9a)–(9c). Here, the
obtained lower bound of correct classification can be taken as
the model reliability for the trained fuzzy classifier. This means
that if the future testing data are sampled from the density dis-
tribution with the same means and covariance matrices as that
of the training data, the test accuracy for each class is always
higher than the obtained lower bound, i.e., α, in theory.

C. Solution of Minimax Probability Takagi–Sugeno–Kang
Fuzzy System Classifier

For the parameter solution of (10), we first give the following
Theorem 1.

Theorem 1: The parameter learning of the consequents in the
proposed MP-TSK-FSC in (10) can be taken as a special case of
the classical MPM in [9], where the training data x are mapped
as xg in a new feature space, which is constructed by the fuzzy
inference rules with the strategy in (9a)–(9c).

Proof: By comparing (10) with (4a) and (4b), we find that they
have the same forms. Thus, (4) can be taken as the special case of
the MPM in [9]. The distinctive characteristic of (10) is that the
training data are the mapping data in a feature space constructed
by using (9a)–(9c) with the fuzzy inference mechanism.

Based on Theorem 1, the conclusions obtained about MPM
in [9] can be used for the solution of (10). Thus, we can give the
following lemmas for (10) accordingly.

Lemma 2: With ũ−, Σ̃− positive definite, pg 
= 0, b
given, such that pT

g ũ− − b ≤ 0 and α ∈ [0, 1), the condi-
tion inf

xg ∼(ũ−,Σ̃−)
pr(pT

g xg − b ≤ 0) ≥ α holds if and only if

b − pT
g ũ− ≥ κ(α)

√
pT

g Σ̃−pg , where κ(α) =
√

α
1−α .

Lemma 3: With ũ+ , Σ̃+ positive definite, pg 
= 0, b
given, such that pT

g ũ+ − b ≥ 0 and α ∈ [0, 1), the condi-
tion inf

xg ∼(ũ+ ,Σ̃+ )
pr(pT

g xg − b ≥ 0) ≥ α holds if and only if

pT
g ũ+ − b ≥ κ(α)

√
pT

g Σ̃+pg , where κ(α) =
√

α
1−α .

Based on Lemmas 2 and 3, (10) can be transformed as the
following optimization problem:

max
pg ,b,α

α

s.t.pT
g ũ+ − b ≥ κ(α)

√
pT

g Σ̃+pg

b − pT
g ũ− ≥ κ(α)

√
pT

g Σ̃−pg . (11)

Based on (11), Theorem 4 below can be presented for solving
the solution variables.

Theorem 4: If ũ+ = ũ−, then the minimax probability de-
cision problem in (11) is not a meaningful solution: The opti-
mal worst-case misclassification probability that we obtain is
1 − α∗ = 1. Otherwise, an optimal hyperplane H(p∗

g , b
∗) ex-

ists and can be determined by solving the convex optimization

problem:

κ(α)∗ = min
pg

√
pT

g Σ̃+pg +
√

pT
g Σ̃−pg

s.t.pT
g (ũ+ − ũ−) = 1

(12a)

and setting b∗ to the value

b∗ = (p∗
g )

T ũ+ − κ(α)∗
√

(p∗
g )T Σ̃+p∗

g (12b)

where p∗
g is the optimal solution of pg . The optimal worst-case

misclassification probability is obtained via

1 − α∗ =
1

1 + (κ(α)∗)2

=

(√
(p∗

g )T Σ̃+p∗
g +

√
(p∗

g )T Σ̃−p∗
g

)2

1 +
(√

(p∗
g )T Σ̃+p∗

g +
√

(p∗
g )T Σ̃−p∗

g

)2 .

(12c)

If either Σ̃+ or Σ̃− is positive definite, the optimal hyperplane
H(p∗

g , b
∗) is unique.

Since (10) can be taken as a special case of (4) as shown in
Theorem 1, Lemma 2 and Theorem 3 can be derived by using
the same procedure for MPM [9]. To ease the understanding of
Lemmas 2 and 3 and Theorem 4, the proof is presented in the
Appendix.

Equation (12a) is the second-order core program (SOCP)
optimization problem [25] which can be effectively solved by
tools such as SeDuMi [26] and a specified algorithm was also
proposed in [9] for this problem.

D. Algorithm

Based on the analysis above, the corresponding learning al-
gorithm of the proposed MP-TSK-FSC is presented below.

Algorithm of MP-TSK-FSC

Step 1: Use the FCM clustering technique or other partition
techniques to determine the antecedents of TSK-FS

with (8b) and (8c).
Step 2: Construct the dataset in the new feature space mapped

by the fuzzy inference rules, D̃ = {(xgi , yi)},
i = 1, . . . , N , where xgi are obtained by (9a)–(9c).

Step 3: Use (12a)–(12c) to solve the consequents parameters
p∗

g of TSK-FS, the decision threshold b∗ of the fuzzy
classifier and the lower bound of correct classification
α∗ as the model reliability.

E. Discussion

The time complexity of the proposed MP-TSK-FSC algo-
rithm is discussed briefly here. The time complexity of Step 1
depends on the adopted clustering technique or partition tech-
niques. For example, if the FCM clustering algorithm is used,
the corresponding time complexity is O(N ∗ K ∗ T), where N,
K, and T denote the number of training data, the number of
fuzzy rules, and the number of iterations of the FCM algorithm,
respectively. The time complexity of Step 2 is O(N ∗ K) for
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constructing the new dataset in the new feature space. The time
complexity of Step 3 depends on the adopted SOCP solution al-
gorithm. For example, the SOCP optimization problem in (12a)
can be effectively solved by tools such as SeDuMi [26] and
a specified algorithm in [9]. In our experimental studies, the
SOCP solution in [9] is used and the time complexity is O(T1)
with T1 as the number of iterations.

The model complexities of the proposed minimax
probability-based fuzzy classifier MPM-TSK-FSC and the ex-
isting MPM classifier are very different. For an MPM-TSK-FSC
with M fuzzy rules, the Gaussian membership function-based
model trained by the training data with d-dimensional inputs
will contain 2Md parameters in the antecedents and M(d + 1)
parameters in the consequent and a parameter as the decision
threshold. Thus, the number of parameters involved in an MPM-
TSK-FSC with M fuzzy rules are 2Md + M(d + 1) + 1. For
a linear MPM classifier, the final model trained with the same
training data contains d + 1 parameters. The model of linear
MPM is much simpler, but it only realizes a linear classifier in
the original space. For kernelized MPM, the number of param-
eters involved in the final model is L + L(d + s) + 1, which
depends on the number of support vectors obtained in the train-
ing procedure, i.e., L (L ≤ N ), and the number of parameters
in the kernel function, i.e., s. For example, if a Gaussian kernel
function is adopted, the number of parameters involved in the
final model of kernelized MPM is L + L(d + 1) + 1.

Some additional remarks are given below.
Remark 1: It is noted that the purpose of the proposed method

is to train a TSK fuzzy classifier with both a high level of in-
terpretability and transparent model reliability, but not to en-
hance the classification accuracy. Thus, the classification accu-
racy may be only comparative to the existing methods. However,
the model obtained by the proposed method is more transparent
to users, which makes the classifier much friendlier and easily
acceptable in practical applications, such as medical diagnosis.

Remark 2: The proposed algorithm is designed for binary
classification. Of course, the multiclassification can be trans-
formed into a combination of many binary classification tasks
[55]. Once the above decomposition strategy is adopted for mul-
ticlass classification tasks, an average lower bound of correct
classification of the obtained models for binary classification
tasks can be presented and taken as the model reliability, ap-
proximately. In fact, it is more desirable that a lower bound
of correct classification can be obtained directly as the model
reliability for multiclassification. This is not a trivial task and
deserves to be studied in depth in the future.

Remark 3: It is interesting that both the minimax probability
criterion in the proposed fuzzy classifier and the criterion in
the classical SVM aim to maximize the margins. A discussion
on the difference and the relationship between them is given as
follows. First, two different margin maximization criteria are
designed from different views in order to train a classifier with
superior generalization abilities. Thus, there is an obvious dif-
ference in the physical meanings of both margin maximization
criteria. While one is to find the maximal probability lower
bound of correct classification for the model, the other is to ob-
tain the maximal geometric margin between the classification

hyperplane and the two nearest samples belonging to differ-
ent classes. Second, it is obvious that the probability margin is
more easily understood by users than the geometric margin to
observe the model reliability, which means that the former has
better interpretability.

Remark 4: Although the proposed minimax probability fuzzy
classifier is designed based on TSK-FS model in this study, the
minimax probability strategy can be extended to some other
types of fuzzy system models, such as the ML-fuzzy model [33]
and the type-2 fuzzy model [34], [35]. Of course, it is not a
trivial thing to address this study, in which many new issues
need to be studied in depth. We will address related studies in
future.

Remark 5: While the proposed fuzzy classifier has a more
transparent model than most existing fuzzy classifiers, the inter-
pretability of the proposed one is also enhanced to some extent
from the following viewpoints: It is natural that if a fuzzy model
is very transparent, the interpretation of the associated fuzzy
rules can be understood more confidently. Moreover, for the
proposed fuzzy classifier, an additional decision threshold has
been introduced as an auxiliary item to enable a final decision
to be made. Thus, it can be interpreted as additional information
by the experts in related fields.

IV. EXPERIMENTAL STUDIES

The proposed MP-TSK-FSC has been evaluated on synthetic
datasets and several benchmarking medical datasets and com-
pared with related methods. The experimental studies are orga-
nized as follows. In Section IV-A, the experiment settings are
described, and the experiment on synthetic datasets is reported
in Section IV-B. In Section IV-C, the classification model ob-
tained by the MP-TSK-FSC algorithm is analyzed by using an
application to medical diagnosis. Comparative studies on sev-
eral related methods are reported in Section IV-D.

A. Experiment Settings

1) Methods for Comparison: The proposed MP-TSK-FSC is
compared with several related methods, including two mimimax
probability-based methods [MPM (linear) and MPM (kernel)],
four TSK-FS-based methods (SOTFN-SV, ε-TSK-FS (IQP), ε-
TSK-FS (LSSLI), and L2-TSK-FS), and three classical classi-
fication methods (KNN, SVC, and Naı̈ve Bayes classifier). The
descriptions of these methods are listed in Table I.

As shown in Table I, MP-TSK-FSC, MPM, SOTFN-SV,
KNN, SVC, and the Naı̈ve Bayes classifier were developed
directly for classification, and the others were originally de-
veloped for regression. Different strategies can be adopted for
the regression methods to implement classification tasks. In our
experiments, we adopted the following simple strategy: class
labels are directly used as the outputs of regression datasets for
model training. When a future sample is tested, the output of the
regression model is compared with different class labels, and
the nearest label is taken as the class label of the testing sample.

For kernel technique-based methods, i.e., MPM (kernel)
and SVC, the radius basis function (RBF) is adopted as the
kernel function due to its effectiveness. For all the fuzzy
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TABLE I
METHODS ADOPTED FOR PERFORMANCE COMPARISON

Method Description

MP-TSK-FSC The proposed TSK-FS classifier by using minimax
probability decision to train the TSK-FS for
classification task.

MPM(linear) [9] Linear minimax probability machine by using minimax
probability decision.

MPM(kernel) [9] Kernel minimax probability machine by using minimax
probability decision.

SOTFN-SV [19] Support vector learning based TSK-type fuzzy neural
network, i.e., TSK-fuzzy systems, for classification.

ε-TSK-FS(IQP) [22] ε-insensitive criterion based TSK-FS training method
with IQP optimization technique.

ε-TSK-FS (LSSLI) [22] ε-insensitive criterion-based TSK-FS training method
with LSSLI optimization technique.

L2-TSK-FS [23] L2 norm penalty and ε-insensitive criterion based
TSK-FS training method.

KNN [27] K-near neighbor classifier.
SVC [28] Support vector classification.
Naı̈ve Bayes classifier [29] Naı̈ve Bayes classifier.

systems-related methods, the commonly used Gaussian function
is adopted as the fuzzy membership function in the antecedents.

2) Datasets: Four synthetic datasets and three benchmarking
medical datasets are adopted for performance evaluation. The
three medical datasets are the epileptic electroencephalograph
(EEG) dataset, heart disease dataset, and breast cancer dataset.
The details of these three medical datasets are described below.

Epileptic EEG: The epileptic EEG data used are publicly
available on the Web from the University of Bonn, Germany
[30]. The complete data archive contains five groups of data
(denoted by groups A to E), each containing 100 single-channel
EEG segments of 23.6-s duration. The sampling rate of all
datasets was 173.6 Hz. Groups A and B consist of segments ac-
quired from surface EEG recordings performed on five healthy
volunteer subjects, and groups C, D, and E are data which are ob-
tained from volunteer subjects with epilepsy. In our experiment,
groups A and B are used for the healthy class, and groups C–E
are used for the patient class. For the epileptic EEG data, fea-
ture extraction has been conducted by using short-time Fourier
transform, and then the data with the five features associated
with the energy of different frequency bands are obtained [31].

Breast cancer: The breast cancer dataset was obtained from
the UCI machine learning repository [32]. It contains 458 in-
stances of the benign class and 241 instances of the malignant
class. Each instance is described by nine attributes.

Heart disease: The heart disease dataset was also obtained
from the UCI machine learning repository [32], which includes
120 instances with heart disease and 150 instances without heart
disease. Each instance is described by 13 attributes.

In our experiments, each attribute of the data inputs was
normalized into the range [−1, 1] for all datasets.

3) Parameter Settings: For all the algorithms, unless speci-
fied, the fivefold CV strategy is used to determine the optimal
setting within the given grids for the related hyperparameters.
The corresponding hyperparameters in different methods and
the search grids for CV are listed in Table II.

4) Evaluation Index: For the classification task, the follow-
ing index, i.e., classification accuracy, is used to evaluate the

TABLE II
HYPERPARAMETERS IN DIFFERENT METHODS AND THE SEARCH GRIDS USED

FOR CV

Description of the hyperparameters and the search grid
Method grid used for cross-validation

MP-TSK-FSC Scale parameter of width in Gaussian membership function:
h ∈

{
10−5 , . . . , 100 , . . . , 105

}
, the number of fuzzy rules:

K ∈ {4, 9, 16, 25, 36, 49, 64, 81, 100, 121}.
MPM(linear) No hyperparameters
MPM(kernel) RBF kernel width parameter:

σ ∈
{

10−1 2 , . . . , 100 , . . . , 101 2
}

SOTFN-SV Self-organization learning threshold parameter:
σt h = {0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8}, regularization
parameter for support learning:
C ∈

{
10−1 2 , . . . , 100 , . . . , 101 2

}
.

ε-TSKFS(IQP) Scale parameter of width in Gaussian membership function:
h ∈

{
10−5 , . . . , 100 , . . . , 105

}
, the number of fuzzy rules:

ε-TSK-FS(LSSLI) K ∈ {4, 9, 16, 25, 36, 49, 64, 81, 100, 121}
L2-TSK-FS regularization parameter:

τ ∈
{

10−1 2 , . . . , 100 , . . . , 101 2
}

.
KNN The number of near neighbors: K ∈ {1, . . . , 12}
SVC (RBF) Regularization parameter:

C ∈
{

10−1 2 , . . . , 100 , . . . , 101 2
}

; RBF kernel width
parameter: σ ∈

{
10−1 2 , . . . , 100 , . . . , 101 2

}
.

Naı̈ve Bayes classifier No hyperparameters

classification performance:

Jclas=
Number of test samples with correct classification

Number of test samples
.

(13)
For performance comparison, the means and standard devia-

tions of classification accuracies of different methods under the
optimal parameters determined by the CV strategy in the given
search grids are reported and compared.

5) Experimental Environment: All the algorithms were im-
plemented with the MATLAB codes on a computer with 2-GB
RAM and 1.66-GHz CPU.

B. Synthetic Datasets

In this section, four synthetic datasets, denoted as SD1, SD2,
SD3 and SD4, with predetermined class structures are used to
evaluate the performance of the proposed minimax probability
fuzzy classifier. The parameters used to generate the data are
listed in Table III and the generated datasets are shown in Fig. 2.
Each dataset contains 600 samples belonging to two different
classes, where positive and negative classes are denoted as blue
“+” and red “∗,” respectively. The four synthetic datasets have
the same means but different covariance matrices for each class.
For these synthetic datasets, the covariance matrices of the two
classes are adjusted, such that different degrees of correlations
could be introduced among the features. From SD1 to SD4,
the overlap between the two classes is becoming increasingly
severe, which implies that it is more difficult to train a classifier
with high generalization abilities.

The performance of the MPM-TSK-FSC with nine rules is
reported in Table IV. In particular, the class-wise classification
accuracies are also reported by using the classification accura-
cies of each class, which is used to observe the relationship be-
tween the practical classification accuracy of each class and the
lower bound of correct classification of the trained model. From
the experimental results, we can see that the MPM-TSK-FSC
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TABLE III
PARAMETERS USED TO GENERATE THE SYNTHETIC DATASETS

SD1 SD2 SD3 SD4

PC∗ NC∗ PC NC PC NC PC NC

Means [2 20] [8 20] [2 20] [8 20] [2 20] [8 20] [2 20] [0 20]

Covariance

[
1 0
0 5

] [
1 0
0 5

] [
1 0
2 5

] [
1 0
−2 5

] [
1 0
4 5

] [
1 0
−4 5

] [
1 0
6 5

] [
1 0
−6 5

]

Size 600 600 600 600

∗PC and NC denote positive class and negative class, respectively.

Fig. 2. Four synthetic datasets: (a) SD1; (b) SD2; (c) SD3 and (d) SD4.

can give not only promising classification results but the lower
bound of correct classification as well, i.e., α, in Table IV. The
lower bound of correct classification of the obtained model is
particularly significant to users, as it enables users to clearly
know the reliability of the adopted model for predicting results.

In addition to the transparent model reliability, the proposed
fuzzy classifier can still inherit good interpretability from the
fuzzy system. In particular, an additional threshold decision,
i.e., b, can be provided to further enhance the interpretability
of the obtained classification model. More detailed analyses of
the proposed fuzzy classifier model will be given by using an
application to medical diagnosis in Section IV-C.

C. Model Analysis of the Minimax Probability
Takagi–Sugeno–Kang Fuzzy System Classifier
for Medical Diagnosis

In this section, the trained MP-TSK-FSC model is analyzed
to show its characteristics by using a real world application
to medical diagnosis. In Table V, the MP-TSK-FSC with nine

rules trained in a certain time on the epileptic EEG dataset is
presented.

The constructed MP-TSK-FSC contains three parts, as shown
in Table V. We explain these parts as follows.

1) The first part is the fuzzy rules base as shown in Part A of
Table V, which is used for fuzzy inference and presents
a final real value as the TSK-FS output. With the fuzzy
rules base, the fuzzy inference rules can be linguistically
interpretable with expert knowledge.

2) The second part presents a decision threshold, which is
introduced for the classification task in MP-TSK-FSC.
The decision threshold and the consequents of the TSK-
FS are learned based on the minimax probability decision
principle. With the real output of the trained TSK-FS and
the decision threshold, the final decision can be given for
the classification task.

3) The third part provides the reliability of the trained clas-
sification model, where the reliability is characterized by
the lower bound of correct classification for the trained
fuzzy classifier.

In Fig. 3, the corresponding membership functions of all fuzzy
subsets in the antecedent of the second fuzzy rule are shown.
Each membership function corresponds to a fuzzy subset, which
can be explained by the medical expert in medical terms and with
medical knowledge. Fig. 3 shows that all fuzzy sets seem to have
a very small width here. The explanation is as follows. As shown
in (8c), the width of the fuzzy membership function is obtained

by δk
i = h · Δk

i and Δk
i =

(
N∑

j=1
ujk (xji − ck

i )2

/
N∑

j=1
ujk

)
.

While Δk
i can be computed with the clustering results of FCM,

h is a hyperparameter and needs to be adjusted with a certain
strategy. In our experiments, the optimal h has been determined
by using a CV strategy within the given search grid of this pa-
rameter, as shown in Table II. Since the determined value for
h by the CV strategy in our experiment on the Epileptic EEG
dataset is small, it makes the corresponding width δk

i much
smaller for the fuzzy sets in the antecedents of the fuzzy rules
accordingly.

It is also noted that since each specialist may have his own
understanding for a given fuzzy membership function, the ex-
planation of the derived fuzzy rules from different specialists
will vary. Thus, only a potential explanation for the derived
fuzzy rules can be given. For example, the fuzzy subsets in the
second fuzzy rule can be expressed with the following linguis-
tic description from the viewpoint of a certain medical expert
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TABLE IV
PERFORMANCE ON FOUR SYNTHETIC DATASETS OBTAINED BY MP-TSK-FSC WITH NINE FUZZY RULES

SD1 SD2 SD3 SD4

All+ PC+ NC+ All PC NC All PC NC All PC NC
Jc l a s Mean 1 1 1 0.9950 0.9934 0.9966 0.9581 0.9674 0.9483 0.9233 0.9298 0.9177

std 0 0 0 0.0075 0.0089 0.0076 0.0247 0.0285 0.0346 0.0210 0.0165 0.0442
α∗ Mean 0.9662 0.9111 0.8684 0.8494

std 0.0187 0.0078 0.0113 0.0085

∗α denotes the lower bound of correct classification of the trained classification model. + “All,” “PC,” and “NC” denote classification accuracies of all test data, test data of positive
class, and test data of negative class, respectively.

TABLE V
MP-TSK-FSC WITH NINE RULES TRAINED IN A CERTAIN TIME ON THE EPILEPTIC EEG DATASET

Part A: Fuzzy rules base
TSK Fuzzy Rule Rk:
IF x1 is Ak

1 (ck
1 , δ k

1 ) ∧ x2 is Ak
2 (ck

2 , δ k
2 ) ∧ · · · ∧ xd is Ak

d (ck
d , δk

d ) , Then fk (x) = pk 0 + pk 1 x1 + · · · + pk d xd .

No. of rules Antecedent parameters Consequent parameters
(Gaussian membership function parameters) (linear function parameters)

k ck = (ck
1 , . . . , ck

d )T , δk = (δk
1 , . . . , δ k

d )T pk = (pk 0 , pk 1 , . . . , pk d )T

1 c1 = [0.6274, 0.6622, 0.7091, 0.5682, 0.5147, −0.4565]
δ1 = [1.99e-05, 1.44e-05, 1.23e-05, 2.22e-05, 2.606e-05 , 1.10e-05]

p1 = [0.4213, −1.0270, 0.5407, −0.0451 1.4879, −1.4751, 0.2835]

2 c2 = [−0.0586, 0.7156, 0.6102, 0.3266, 0.3973, −0.2281]
δ2 = [2.11e-05, 1.87e-05, 2.11e-05, 1.85e-05, 1.48e-05, 6.54e-06]

p2 = [6.6533, –1.4751, −0.0907, 0.4213, −1.0270, 0.1655, −0.0451]

3 c3 = [0.5304, −0.1475, 0.4119, 0.5431, 0.9242, −0.9219]
δ3 = [3.57e-05, 3.70e-05, 3.80e-05, 3.45e-05, 3.65e-05, 3.90e-05 ]

p3 = [–1.0270, 0.1655, 0.3608, 1.4879, −1.4751, 0.2835, 0.4213]

4 c4 = [0.4461, 0.0854, 0.2350, 0.1030, 0.0985, −0.8656]
δ4 = [2.43e-05, 1.92e-05, 1.45e-05, 1.38e-05, 1.55e-05, 1.09e-05]

p4 = [−1.4751, 0.2835, 0.4213, −1.0270, 0.1655, −0.0451, 1.4879 ]

5 c5 = [−0.6666, −0.5807, −0.6221, −0.7431, −0.8156, −0.3132]
δ5 = [1.62e-05, 1.201e-05, 1.44e-05, 1.40e-05, 1.11e-05, 1.88e-05]

p5 = [0.1655, −0.0451, 1.4879, −1.4751, 0.2835, 0.4213, −1.0270]

6 c6 = [−0.2397, −0.5931, −0.3827, −0.4711, −0.5062, −0.9506]
δ6 = [2.74e-05, 1.78e-05, 2.47e-05, 2.23e-05, 2.50e-05, 7.49e-06]

p6 = [0.2835, 0.6366, −1.0270, 0.1655, −0.0451, 1.4879, −1.4751]

7 c7 = [−0.2844, 0.3527, 0.2058, −0.0151, −0.2410, −0.2229]
δ7 = [1.62e-05, 1.602e-05, 1.31e-05,9.73e-06, 1.30e-05, 3.71e-06]

p7 = [−0.0451, 1.4281, −1.4751, 0.2835, 0.4213, −1.0270, 0.1655 ]

8 c8 = [−0.5508, −0.5821, 0.0715, −0.2276, −0.3817, 0.3099]
δ8 = [1.60e-05, 1.39e-05, 1.94e-05, 1.08e-05, 1.40e-05, 1.30e-05]

p8 = [0.4213, −0.8599, 0.1655, −0.0451, 1.4879, −1.4751, 0.2835 ]

9 c9 = [0.5521, 0.6120, 0.9045, 0.8486, 0.8170, 0.7474]
δ9 = [ 1.61e-05, 1.01e-05, 2.83e-06, 1.23e-05, 1.07e-05, 2.00e-05]

p9 = [1.4879, −1.2547, 0.2835, 0.4213, −1.0270, 0.1655, −0.0451 ]

Part B: Decision threshold for classification
Decision threshold of MP-TSK-FSC: b = –0.2693

Part C: Reliability of the classification model
Lower bound of correct classification: α =0.8816

Fig. 3. Corresponding membership functions of each fuzzy subset in the antecedent of the second fuzzy rule.
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for EEG signal recognition. (Note that the energy of the EEG
signal in the different frequency bands below has been scaled
into interval [−1, 1].)

The second fuzzy rule:
If the energy of the EEG signal in the frequency band 1 is

slightly small,
and if the energy of the EEG signal in the frequency band 2

is rather large,
and if the energy of the EEG signal in the frequency band 3

is much larger,
and if the energy of the EEG signal in the frequency band 4

is large,
and if the energy of the EEG signal in the frequency band 5

is a little larger,
and if the energy of the EEG signal in the frequency band 6

is small,
then this rule gives the decision with the following formula:

f2 (x) = 6.6533 − 1.4751x1 − 0.0907x2 + 0.4213x3

− 1.0270x4 + 0.1655x5 − 0.0451x6 .
In the above fuzzy rule, each fuzzy subset is linguistically

described by the amount of energy in the corresponding fre-
quency band and all the fuzzy subsets are joined with “and.” In
the consequent of this rule, the simple linear function is directly
used as the evaluation formula. Furthermore, from Table V, two
conclusions about the trained fuzzy classifier are given below.

1) Decision threshold of MP-TSK-FSC is –0.2693.
2) Lower bound of correct classification, i.e., the model re-

liability presented for MP-TSK-FSC, is 88.16%.
In particular, the above conclusions also enhance the inter-

pretability of the obtained fuzzy classifier to some extent. While
the lower bound of correct classification ensures that users are
more confident about the decision results, the decision thresh-
old provides additional information for the specialists to further
analyze the diagnosis results. From the analysis above, we can
observe that MP-TSK-FSC is a highly interpretable expert sys-
tem with transparent model reliability, which is very suitable for
many practical applications, especially for medical diagnosis.

D. Comparison With Related Methods

In this section, the classification performance of the proposed
method is compared with several related methods, as described
in Section IV-A1. For all classification methods, the classifica-
tion accuracies are reported, and the obtained lower bounds of
correct classification for the trained models are also provided for
the three minimax probability decision-based methods. In ad-
dition, the class-wise classification accuracies of the proposed
MPM-TSK-FSC method are provided by using the classifica-
tion accuracies of each class, in order to observe the relationship
between the practical classification accuracies of different
classes and the lower bound of correct classification of the
trained model. Although the purpose of the proposed method is
to enhance the transparency of the classifier and not to improve
the classification accuracy, the classification accuracy is also
compared with the related method in order to evaluate its gen-
eralization abilities. In Tables VI–VIII, the means and standard
deviations of the classification accuracies of different methods

are presented, which are obtained on three medical datasets un-
der the optimal parameter setting determined by the CV strategy.
From these results, we reveal the following observations.

1) The proposed MP-TSK-FSC shows high completive gen-
eralization abilities compared with existing state-of-the-
art methods.

2) Of all the fuzzy system-based methods, i.e., MP-TSK-
FSC, SOTFN-SV, ε-TSK-FS(IQP), ε-TSK-FS(LSSLI)
and L2- TSK-FS, although they all have a high level
of interpretability, only the proposed MP-TSK-FSC can
present the reliability of the trained model to users.

3) Of the three minimax probability-based methods, i.e., MP-
TSK-FSC, MPM (linear) and MPM (RBF), the general-
ization abilities of MP-TSK-FSC are better than that of
MPM (linear) and are equivalent to that of MPM (RBF).
However, compared with MPM (RBF), MP-TSK-FSC has
the following obvious advantage: while MP-TSK-FSC is
more transparent to the users and has a high level of inter-
pretability, MPM (RBF) is more like a black box since it
corresponds to a hyperplane in an unknown kernel feature
space to the users.

4) When compared with the classical classification meth-
ods, such as SVC and KNN, the proposed MP-TSK-FSC
demonstrates more advantages, including a) highly com-
petitive or better generalization abilities, b) a high level of
interpretability, and c) transparent model reliability.

Furthermore, the model complexities of the adopted methods
in our experimental studies are compared. To save space, only
the models trained on the breast cancer dataset are compared
here. The number of parameters in different models obtained in
the case that the best generalization abilities have been obtained
by the CV strategy is compared in Table IX. While the number of
model parameters for MP-TSK-FSC, MPM (linear), and MPM
(RBF) are analyzed in Section III-E, the number of model pa-
rameters for the other methods are described briefly as follows:
1) For ε-TSK-FS(IQP), ε-TSK-FS(LSSLI), and L2-TSK-FS,
the number of model parameters for the obtained fuzzy system
with M fuzzy rules trained by the data with d-dimensional inputs
are 2Md + M(d + 1). For SOTFN-SV, an addition threshold is
introduced, and thus finally the number of model parameters
is 2Md + M(d + 1) + 1.2) For SVC(RBF), the number of pa-
rameters involved in the final model is L + L(d + s) + 1, which
depends on the number of support vectors involved, i.e., L, and
the number of parameters in the RBF kernel function, i.e.,
s = 1 here. 3) For KNN, the number of parameters involved in
the final model is Nd + Kd, where N and K are the number of
training data and near neighbors, respectively. 4) For the Naı̈ve
Bayes classifier, if the density distribution for each dimension is
Gaussian, the number of parameters involved in the final model
is C(ds + 1), where C is the number of classes and s is the num-
ber of parameters in the Gaussian distribution function. From
Table IX, we can see that when the CV strategy is used to de-
termine the hyperparameters for different classifiers, the model
complexities of these classifiers obtained based on the breast
cancer dataset are very different. The model complexity of the
proposed fuzzy classifier is in the middle of the adopted ten
methods.
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TABLE VI
PERFORMANCE COMPARISON OF SEVERAL METHODS ON THE EPILEPTIC EEG DATASET

MP-TSK-FSC+ MPM MPM SOTFN-SV ε-TSK-FS

(linear) (RBF) (IQP)
All PC NC

Jc la s Mean 0.9660 0.9600 0.9700 0.9480 0.9600 0.9660 0.9620
std 0.0350 0.0652 0.0492 0.0277 0.0346 0.0296 0.0370

α∗ Mean 0.8700∗ 0.7724∗ 0.8024∗

std 0.0216+ 0.0105+ 0.0200+

ε-TSK-FS L2-TSK-FS SVC KNN Naı̈ve Bayes
(LSSLI) (RBF)

Jc la s Mean 0.9680 0.9200 0.9560 0.9580 0.9480
std 0.0286 0.0430 0.0364 0.0311 0.0432

∗α denotes the lower bound of correct classification of the trained classification model. + “All,” “PC,” and “NC” denote classification accuracies of all test data, test data of positive
class, and test data of negative class, respectively.

TABLE VII
PERFORMANCE COMPARISON OF SEVERAL METHODS ON THE BREAST CANCER DATASET

MP-TSK-FSC+ MPM MPM SOTFN-SV ε-TSK-FS

(linear) (RBF) (IQP)
All PC NC

Jc l a s Mean 0.9715 0.9675 0.9792 0.9685 0.9715 0.9728 0.9629
std 0.0166 0.0263 0.0208 0.0128 0.01665 0.0116 0.0144

α∗ Mean 0.8412 0.8362 0.8576
std 0.0063 0.0046 0.0063

ε-TSK-FS L2-TSK-FS SVC, KNN Naı̈ve Bayes
(LSSLI) (RBF)

Jc l a s Mean 0.9658 0.9200 0.9560 0.9580 0.9480
std 0.0220 0.0430 0.0364 0.0311 0.0432

∗α denotes the lower bound of correct classification of the trained classification model. + “All,” “PC,” and “NC” denote classification accuracies of all test data, test data of positive
class, and test data of negative class, respectively.

TABLE VIII
PERFORMANCE COMPARISON OF SEVERAL METHODS ON THE HEART DISEASE DATASET

MP-TSK-FSC+ MPM MPM SOTFN-SV ε-TSK-FS

(linear) (RBF) (IQP)
All PC NC

Jc l a s Mean 0.8481 0.8533 0.8333 0.8296 0.8222 0.8037 0.7852
std 0.0576 0.0803 0.1102 0.0479 0.0465 0.0712 0.0483

α∗ Mean 0.6018 0.5515 0.5561
std 0.0326 0.0180 0.0182

ε-TSK-FS L2- TSK-FS SVC KNN Naı̈ve Bayes
(LSSLI) (RBF)

Jc l a s Mean 0.8259 0.8481 0.8222 0.8148 0.8222
std 0.0663 0.0576 0.0426 0.0571 0.0384

∗α denotes the lower bound of correct classification of the trained classification model. + “All,” “PC,” and “NC” denote classification accuracies of all test data, test data of positive
class, and test data of negative class, respectively.

V. CONCLUSION

In this study, a minimax probability TSK-FS classifier was
proposed to train a fuzzy system-based classifier and to pro-
vide the model reliability of the trained classifier simultane-
ously. For the proposed MP-TSK-FSC, a lower bound of cor-
rect classification can be presented to the users. Thus, the
final TSK-FS classifier has the distinctive characteristics of
both a high level of interpretability and transparent model
reliability.

Although the proposed minimax probability classifier has
shown promising performance, there are still many aspects
that deserve further investigation. For example, other minimax
probability decision-based fuzzy system models, such as the
ML-fuzzy model [33] and the type-2 fuzzy model [34], [35],
can be studied for classification tasks. In addition, minimax
probability-based fuzzy systems can also be investigated for
other modeling tasks, such as outlier detection and regression.
These issues will be addressed in our future study.
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TABLE IX
MODEL COMPLEXITIES OF THE CLASSIFIERS OBTAINED BASED ON THE BREAST CANCER DATASET WITH DIFFERENT METHODS

MP-TSK-FSC SOTFN-SV ε-TSK-FS ε-TSK-FS L2-TSK-FS
(IQP) (LSSLI)

Number of 16 214 9 4 36
rules∗

Number of 16 × (2 × 9) + 16 × 214 × (2 × 9) + 214 × 9 × (2 × 9) + 9 × 4 × (2 × 9) + 4 × 36 × (2 × 9) + 36 ×
parameters (9 + 1) + 1 = 449 (9 + 1) + 1 = 5993 (9 + 1) = 252 (9 + 1) = 84 (9 + 1) = 1008

MPM (linear) MPM (RBF) SVC (RBF)

Number of 9 + 1 = 10 Number of support 266 Number of support 81
parameters vectors vectors

Number of parameters 266 + 266 × (9 + 1) + 1 Number of 81 + 81 × (9 + 1) + 1
= 2927 parameters = 8921

KNN Naı̈ve Bayes classifier

Number of near 5 Number of parameters 2 (9 × 2 + 1)=38
neighbors#

Number of parameters (216# + 5) × 9 = 1989

∗ The number of fuzzy rules and number of near neighbors are all determined by the CV strategy to obtain the optimal generalization abilities. # The number of near neighbors is
determined by using the CV strategy.

APPENDIX A
PROOF OF LEMMAS 2 AND 3

The second condition in (10), i.e.,

inf
xg ∼(ũ−,Σ̃−)

pr(pT
g xg − b ≤ 0) ≥ α (A1)

can be equivalently written as

sup
xg ∼(ũ−,Σ̃−)

pr(pT
g xg − b ≥ 0) ≤ 1 − α. (A2)

According to Marshall and Olkin’s result [36], as discussed in
[37], i.e.,

sup
x∼(ux ,Σx )

pr {x ∈ S} =
1

1 + d2 , d2

= inf
x∈S

(x − ux)T Σx(x − ux) (A3)

with S as a convex set, (A2) can be further expressed as

sup
xg ∼(ũ−,Σ̃−)

pr{xg ∈ S} = 1
1+d2 ≤ 1 − α,

d2 = inf
xg ∈S

(xg − ũ−)T Σ̃−(xg − ũ−)
(A4)

where S = {pT
g xg − b ≥ 0}. From (A4), we have

d2 ≥ α

1 − α
. (A5)

Consider d2 in (A4). If pT
g ũ− − b ≥ 0, d2 = 0; otherwise, d2 =

(b−pT
g ũ−)

pT
g Σ̃−pg

2
. Hence

d2 = inf
xg ∈S

(xg − ũ−)T Σ̃−(xg − ũ−)

= max

(
(b − pT

g ũ−)

pT
g Σ̃−pg

2

, 0

)
. (A6)

For pT
g ũ− − b ≥ 0, we will get d2 = 0 and α = 0, which is

unmeaning. Thus, here only pT
g ũ− − b ≤ 0 is considered. If

pT
g ũ− − b ≤ 0,

d2 =
(b − pT

g ũ−)

pT
g Σ̃−pg

2

. (A7)

By substituting (A7) into (A5), we have

d2 =
(b − pT

g ũ−)

pT
g Σ̃−pg

2

≥ α

1 − α
. (A8)

Let κ(α) =
√

α
1−α ; (A8) becomes

d2 =
(b − pT

g ũ−)

pT
g Σ̃−pg

2

≥ (κ(α))2 (A9)

i.e., if pT
g ũ− − b ≤ 0

b − pT
g ũ− ≥ κ (α)

√
pT

g Σ̃−pg . (A10)

In a similar way, we can prove that the first condition in (10),
i.e.,

inf
xg ∼(ũ+ ,Σ̃+ )

Pr(pT
g xg − b ≥ 0) ≥ α (A11)

is equivalent to

pT
g ũ+ − b ≥ κ (α)

√
pT

g Σ̃+pg (A12)

when pT
g ũ+ − b ≥ 0 is considered. Thus, Lemmas 2 and 3 are

proved.

APPENDIX B
PROOF OF THEOREM 4

Recall from (11) that

max
pg ,b,α

α
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s.t. pT
g ũ+ − b ≥ κ(α)

√
pT

g Σ̃+pg

b − pT
g ũ− ≥ κ(α)

√
pT

g Σ̃−pg . (B1)

Since κ(α) =
√

α
1−α is monotonically increasing with α, (B1)

can be written as

max
pg ,b,κ(α)

κ(α)

s.t.pT
g ũ+ − b ≥ κ(α)

√
pT

g Σ̃+pg

b − pT
g ũ− ≥ κ(α)

√
pT

g Σ̃−pg . (B2)

From (B2), we can see that when κ(α) approaches to the max-

imum κ(α)∗, pT
g ũ+ − κ(α)

√
pT

g Σ̃+pg = κ(α)
√

pT
g Σ̃−pg +

pT
g ũ− must hold, and the optimal bias b∗ can be obtained by the

following equation:

b∗ = pT
g ũ+ − κ(α)

√
pT

g Σ̃+pg

= κ(α)
√

pT
g Σ̃−pg + pT

g ũ− (B3)

Since the optimal bias can be obtained by the maximum κ(α)∗

and maximizing κ(α)∗ can be independent of b, (B2) may be
equivalent to the following optimization problem:

max
pg ,κ(α)

κ(α)

s.t. pT
g ũ+ − κ(α)

√
pT

g Σ̃+pg ≥ κ(α)
√

pT
g Σ̃−pg + pT

g ũ−
(B4)

i.e.,

max
pg ,κ(α)

κ(α)

s.t. pT
g (ũ+ −ũ−)(√

pT
g Σ̃−pg +

√
pT

g Σ̃+ pg

) ≥ κ(α). (B5)

Thus, (B5) can be transformed as the following equivalent prob-
lem:

κ(α)∗ = min
pg

pT
g (ũ+ − ũ−)

(√
pT

g Σ̃−pg +
√

pT
g Σ̃+pg

) . (B6)

If ũ+ = ũ−, then pg = 0 implies κ(α)∗ = 0, which in turn
yields α∗ = 0. In this case, the minimax probability decision
problem (11) does not have a meaningful solution, and the op-
timal worst-case misclassification probability is 1 − α∗ = 1.
Let us proceed with the assumption ũ+ 
= ũ−. We observe
that condition (B6) is positively homogeneous in pg . If pg

satisfies (B6), s · pg with s ≥ 0 does as well. Furthermore,
(B6) implies pT

g (ũ+ − ũ−) ≥ 0. Since ũ+ 
= ũ−, we can set
pT

g (ũ+ − ũ−) = 1 without loss of generality. This implies

pg 
= 0, and in turn,
√

pT
g Σ̃−pg +

√
pT

g Σ̃+pg 
= 0. Thus, we
can write the optimization problem as

κ(α)∗ = min
pg

1(√
pT

g Σ̃−pg +
√

pT
g Σ̃+ pg

)

s.t. pT
g (ũ+ − ũ−) = 1

(B7)

i.e.,

κ(α)∗ = max
pg

√
pT

g Σ̃−pg +
√

pT
g Σ̃+pg

s.t. pT
g (ũ+ − ũ−) = 1.

(B8)

Let p∗
g as the optimal solution of pg , with k(α)∗, α∗ can be

computed by

α∗ =
(κ(α)∗)2

1 + (κ(α)∗)2

= 1 −

(√
(p∗

g )T Σ̃+p∗
g +

√
(p∗

g )T Σ̃−p∗
g

)2

1 +
(√

(p∗
g )T Σ̃+p∗

g +
√

(p∗
g )T Σ̃−p∗

g

)2 (B9)

and

1 − α∗ =

(√
(p∗

g )T Σ̃+p∗
g +

√
(p∗

g )T Σ̃−p∗
g

)2

1 +
(√

(p∗
g )T Σ̃+p∗

g +
√

(p∗
g )T Σ̃−p∗

g

)2 . (B10)

Thus, Theorem 4 is proved.
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